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Abstract

Let Z = (Z1, . . . , Zn) be an n-tuple of random variables and let P be a convex set contain-
ing all conditional probability distributions PZi|Z1=z1···Zi−1=zi−1 . We show that the frequency
distribution of the elements in the n-tuple Z is contained in an ε-environment of P, except with
small probability.

1 Preliminaries

Definition 1.1. The variational distance between two probability distributions P and Q over the
same range Z is defined by

δ(P,Q) :=
1
2

∑
z∈Z

|P (z)−Q(z)| .

Definition 1.2. Let ε ≥ 0. The ε-environment Bε(P) of a set of probability distributions P with
range Z is the set of probability distributions P ′ with range Z such that δ(P, P ′) ≤ ε for some
P ∈ P.

Definition 1.3. Let z := (z1, . . . , zn) be an n-tuple of elements of a set Z. The frequency Qz of z
is the function from Z to [0, 1] defined by

Qz(z) :=
|{i : zi = z}|

n
,

for z ∈ Z.

It is easy to see that the frequency Qz is a probability distribution on Z.

Definition 1.4. A martingale is an n + 1-tuple (Z0, . . . , Zn) of random variables on R such that,

E[Zi|Z1 = z1, . . . , Zi−1 = zi−1] = zi−1

for any i ∈ {1, . . . , n} and z1, . . . , zn−1 ∈ Z (if Prob[Z1 = z1, . . . , Zi−1 = zi−1] > 0).
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Theorem 1.5 (Azuma’s Inequality). Let (Z0, . . . , Zn) be a martingale with Z0 = 0 and

|Zi − Zi−1| ≤ 1

for all i ∈ {1, . . . , n}. Then, for any µ > 0,

Prob[Zn > µ
√

n] < e−µ2/2 .

Proof. See, e.g., p. 95 of [1].

2 Main Theorem and Proof

Theorem 2.1. Let Z = (Z1, . . . , Zn) be an n-tuple of random variables with alphabet Z and let P
be a convex set of probability distributions on Z such that

PZi|Z1=z1,...,Zi−1=zi−1
∈ P

for all i ∈ {1, . . . , n} and z1, . . . , zi−1 ∈ Z (if Prob[Z1 = z1, . . . , Zi−1 = zi−1] > 0). Then, for any
ε ≥ 0,

Prob[QZ ∈ Bε(P)] > 1− 2|Z|e−nε2/2 .

Proof. Let A be any fixed nonempty proper subset of Z. For i ∈ {1, . . . , n}, let Bi be the binary
random variable which takes the value 1 if Zi ∈ A and 0 otherwise, let pi be the function on Zi−1

defined by
pi(z1, . . . , zi−1) := Prob[Bi = 1|Z1 = z1, . . . , Zi−1 = zi−1] ,

and let
Di := Bi − pi(Z1, . . . , Zi−1) .

For i ∈ {0, . . . , n}, let

Si :=
i∑

j=1

Di .

We show that the n + 1-tuple (S0, . . . , Sn) is a martingale, i.e.,

E[Si|S0 = s0, . . . , Si−1 = si−1] = si−1 (1)

for all i ∈ {1, . . . , n} and s0, . . . , sn−1. Since Bi is binary, we have

E[Bi|Z1 = z1, . . . , Zi−1 = zi−1] = pi(z1, . . . , zi−1) ,

and, by the definition of Di,

E[Di|Z1 = z1, . . . , Zi−1 = zi−1] = 0 .

The values of (D1, . . . , Dn) are uniquely determined by the values of (Z1, . . . , Zn). We thus have

E[Di|D1 = d1, . . . , Di−1 = di−1] = 0
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and, using the definition of Si,

E[Si|D1 = d1, . . . , Di−1 = di−1] = E[
i∑

j=1

Di|D1 = d1, . . . , Di−1 = di−1] =
i−1∑
j=1

dj .

which implies (1). Since S0 = 0 and |Si − Si−1| = |Di| ≤ 1 for all i ∈ {1, . . . , n}, we can apply
Theorem 1.5 leading to

Prob[Sn > µ
√

n] < e−µ2/2 . (2)

For any A ⊆ Z, let sA be the function

sA : P 7−→
∑
z∈A

P (z) ,

defined on the set of probability distributions on Z. For any z = (z1, . . . , zn), let Pz be the
probability distribution on Z defined by

Pz(z) :=
1
n

n∑
j=1

Prob[Zj = z|Z1 = z1, . . . , Zj−1 = zj−1] (3)

for z ∈ Z. Since, by the definition of B = (B1, . . . , Bn),

sA(QZ) = QB(1) =
1
n

n∑
j=1

Bj

and, by the definition of pj and Pz,

sA(PZ) =
1
n

n∑
j=1

pj(Z1, . . . , Zj−1)

we find

sA(QZ)− sA(PZ) =
1
n

n∑
j=1

(
Bj − pj(Z1, . . . , Zj−1)

)
=

1
n

n∑
j=1

Dj =
1
n

Sn .

It follows from (2) that
Prob[sA(QZ)− sA(PZ) >

µ√
n

] < e−µ2/2 . (4)

The variational distance between QZ and PZ can be written as

δ(QZ, PZ) = max
A⊂Z

(
sA(QZ)− sA(PZ)

)
where the maximum ranges over all non-empty proper subsets A of Z. Applying the union bound
for all 2|Z| − 2 subsets A, we conclude from (4)

Prob[δ(QZ, PZ) >
µ√
n

] < (2|Z| − 2)e−µ2/2 < 2|Z|e−µ2/2 .

The assertion then follows from the observation that the probability distribution Pz, as defined
in (3), is a convex combination of distributions from the set P, i.e., since P is convex, Pz ∈ P, for
any z, and, consequently, PZ ∈ P.
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