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Abstract — We introduce a new class of realis-

tic sources of randomness and give concrete pro-

cedures for deterministic extraction of almost uni-

form random bits from these sources. Moreover, we

show how randomness can be extracted from general

Markov sources. This extends the types of sources

for which explicit deterministic randomness extrac-

tors are known.

I. Generalized Symbol-Fixing Sources

A common measure of the amount of randomness contained in
a source X is its min-entropy H∞(X) := − log

2
(maxx PX(x)).

To extract randomness deterministically, a lower bound on
this quantity has to be guaranteed, but it is trivial to see [1]
that this condition on its own is too general to allow deter-
ministic extraction. It is also clear that many physical sources
of randomness, such as Geiger counter noise or Zener diodes,
exhibit a sort of imperfectness that is only crudely modeled
by a single min-entropy condition alone. In particular, the
output produced by some physical device may be fixed over
long periods of time and may only contain a few sudden bursts
of randomness. This motivates the following definition, which
generalizes the concept of oblivious bit-fixing sources [2, 3]
and symbol-fixing sources [5].

Definition 1 A
`

n, {ki}
s
i=1, Ω

´

-generalized symbol-fixing
source is a tuple (X1, . . . , Xn) of independent random vari-

ables on Ω subject to the following condition. There exist

distinct indices i1, . . . , is ∈ [n] such that H∞(Xij
) ≥ kj for

j = 1, . . . , s. Similarly, a
`

n, k, s, Ω
´

-generalized symbol-
fixing source is an n-tuple of independent random variables

on Ω for which there exist s distinct indices such that

H∞(Xi1 · · ·Xis) ≥ k.

We denote by nGSFΩ[k1, . . . , ks] the set of
`

n, {ki}
s
i=1, Ω

´

-
and by n

s GSFΩ[k] the set of
`

n, k, s, Ω
´

-generalized symbol-
fixing sources.

II. Deterministic Randomness Extraction

The problem of finding deterministic procedures for generat-
ing almost uniform random bits using only an imperfect source
of randomness has been studied in various contexts in the liter-
ature. In general, one aims at finding a function Ext : Ω → Z
such that for every random variable X ∈ S, the random vari-
able Ext(X) is almost uniformly distributed, where S is a
specified class of probability distributions on Ω. If Ext(X) is
ε-close (measured in terms of statistical distance) to the uni-
form distribution on Z for every X ∈ S, the function Ext is
called an (S, ε)-extractor [4].
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A typical example of such a class S of probability distribu-
tions is the set of so-called Chor-Goldreich sources [1], which
are pairs of independent random variables, each having a cer-
tain amount of min-entropy.

We show how (nGSFG [k1, k2], ε)- and (n
2GSFG [k], ε)-

extractors can be built in a generic way from group-theoretic
extractors for Chor-Goldreich sources. This gives for example
the following result.

Theorem 2 Let p > 2 be a prime and let q be a divisor of

p − 1. Let g be a generator of Z
∗
p and let logg(·) denote the

discrete logarithm to base g in Z
∗
p. Then for every ε ≥ 2

p
the

function

(x1, . . . , xn) 7→

(

logg(
Pn

i=1
xi mod p) mod q if defined

0 otherwise

is a (n
2GSF

Zp
[log

2
p+2 log

2
( 1

ε
)+2 log

2
q], ε)-extractor. More-

over, the extractor is efficiently computable if the parameters

p, g and q are chosen appropriately.

We show that every Markov source can be seen as an m-

independent distribution, a concept we introduce to describe
pairs of random variables having a limited amount of inde-
pendence. This directly yields extractors for Markov sources,
since extractors for m-independent distributions can also be
built generically from extractors for Chor-Goldreich sources.
We apply this to deterministic extraction of random bits pro-
duced by space-bounded samplers, a problem raised in [6] and
generalize results about randomness extraction from memory-
bounded sources [7].
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